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We develop an efficient multiple time st€lITS) force splitting scheme for biological applications

in the AMBER program in the context of the particle-mesh Ew@RME) algorithm. Our method
applies a symmetric Trotter factorization of the Liouville operator based on the position-Verlet
scheme to Newtonian and Langevin dynamics. Following a brief review of the MTS and PME
algorithms, we discuss performance speedup and the force balancing involved to maximize
accuracy, maintain long-time stability, and accelerate computational times. Compared to prior MTS
efforts in the context of theMBER program, advances are possible by optimizing PME parameters
for MTS applications and by using the position-Verlet, rather than velocity-Verlet, scheme for the
inner loop. Moreover, ideas from the Langevin/MTS algorithm LN are applied to Newtonian
formulations here. The algorithm’s performance is optimized and tested on water, solvated DNA,
and solvated protein systems. We find CPU speedup ratios of over 3 for Newtonian formulations
when comparedota 1 fssingle-step Verlet algorithm using outer time steps of 6 fs in a three-class
splitting scheme; accurate conservation of energies is demonstrated over simulations of length
several hundred ps. With modest Langevin forces, we obtain stable trajectories for outer time steps
up to 12 fs and corresponding speedup ratios approaching 5. We end by suggesting that modified
Ewald formulations, using tailored alternatives to the Gaussian screening functions for the
Coulombic terms, may allow larger time steps and thus further speedups for both Newtonian and
Langevin protocols; such developments are reported separatel200@ American Institute of
Physics. [DOI: 10.1063/1.1389854

I. INTRODUCTION components while maintaining both accuracy and stability
o _ _ with respect to the fastest time scal&$2~*'

ics has made significant progress over the past decdde. force evaluations per time step have focused on the time

Recent a}dyances in tir_ne ir!tegration algorithms that .Ut”izeconsuming(slowelj long-range electrostatic component of
force splitting and multiple time stefMTS) methods enjoy  ne force field. Implementation of fast-multipole methods
decreased overall computational cost, and efficient evaluaﬂ:MM) 1819 Eyald summation® and the particle-mesh

tions of long-range electrostatic potentials have made POS=\vald (’PME)s,zl_zsmethod have E)een applied to biomolecu-

sible more accurate biomolecular modelﬁw‘sg._Stlll, MTS  Jar systems. Recent evided&é’ indicates that PME has an
methods are not uniformly used since single-time $&pS . . . )
advantage in computational cost over FMM for simulations

explicit Verlet integrators are easy to program and .

. . . __over 20 000 atoms, especially on loosely coupled processor

implement? the Verlet family has been the method of choice . . . .
architectures. Recent reviehsdiscuss the evaluation of

because of its simplicity combined with excellent conserva- lectrostatic int " by abrupt t i d Ewald
tion properties, the latter resulting from the symplecticeeC rostatic interactions Dy abrupt truncation and Ewa

charactef. For explicit STS approaches, a time step of 0.5—1Summation based methods. The PME or force-shift methods

fs is typically used to satisfy both accuracy and stability reare recommended for long-range electrostatic evaluation; the

quirements. Still, Verlet applications on even modest biomoPME method with a real space cutoff of less than 12 Als

lecular systemgéaround 20 000 atorisequire several weeks generally considered to be optimal in overall computational

of computing time on state-of-the-art workstations to simu-iime. o

late 1 ns; important biomolecular processes occur on much Here we present recent results on combining the PME

longer time scales. Studies have shown that MTS integrator@ethod with force splitting MTS algorithms in the widely

can be effective at larger time steps for the slower dynamicaised AMBER ~molecular mechanics and dynamics
packag€®?® We examine several force splitting strategies
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Our MTS implementation inaMBER is based on the MTS splitting>° We then discuss in Sec. Il B the force fields
symmetric Trotter factorization developed extensively in theused in theamBER software and, in Sec. Il C, we elaborate
reference system propagator algorithm, RESPA’ This  on the PME method and its use in our protocol.
symmetric framework maintains good conservation proper- In Sec. lll, we present computational results for several
ties at larger time steps and can be formulated as a symplesystems and discuss optimal force balancing strategies. Our
tic integrator. Nonsymplectic stochastic Langevin integratorghree test cases are a system of 4096 water molecules
have recently been studied within the context of LN-MTS (12 288 atoms a solvated DNA syster898 atomy and a
protocol for biomolecular simulatiofs®3° The use of ex- solvated protein systerfi3 705 atoms Section IV A offers
trapolation combined with Langevin dynamics succeeds ira qualitative assessment of the various PME force partitions
damping the resonant impulses inherent in the symplectistudied here, and Sec. IV B discusses the simulation results.
MTS integrations and allows larger outer time steps, whileSection V describes the use of modest Langevin forces, and
maintaining stability and conserving enerdyThe imple-  Section VI concludes with a brief summary and suggestions
mentation of LN in thecHARMM program has thus far been for future algorithm enhancements.
limited to periodic boundary models with long-range cut-
offs. Our optimized MTS/PMEMBER Newtonian protocol
offers speedup factors over 3, as compaced L fstime step || \yLTIPLE TIME STEP FORCE SPLITTING METHOD
STS Verlet integratiorispeedup factors double compared to
0.5 fs STS simulationsaccurate conservation of energies is A+ Trotter factorization for multiple time step
demonstrated for outer time step less than Glieng simu-  'Ntegration
lations are required to establish stability, since slow heating  Our MTS algorithm is based on the symmetric and time-
can take hundreds of picoseconds to become evidéfith  reversible Trotter factorization of the Liouville operdfot®
modest Langevin forces, we report stable outer time steps ugsed to derive consistent MTS integrators for solving New-
to 12 fs and associated speedup ratios approaching 5. ton’s classical equations of motion:

We remark that the first application of MTS-RESPA with

Ewald was presented in Procatial®* and the first MTS- aP_ ~VE(X) 1)
PME work was presented in Ref. 33. Recent stulfigthave dt '

incorporated the PME method for elect[ostatic evaluations dX

into a MTS-RESPA integrator with the NosEloover chain azv, (2

extended system method for temperature and pressure con-

trol. The various MTS force splitting strategies examined inHere P=MYV is the collective momentum vectoy, is the

Ref. 34 include the use of switch functions to split the realcollective velocity vectorM is the mass matrix, anél is the
space sunfalso studied in Ref. 36 These results based on potential energy function of the macromolecular system.
20 ps simulation lengths indicate an 8 fs outer time steplThese new integrators were shown to have attractive energy
barrier; however, the Ewald cut-off values for the directconservation properties at large time steps relative to those
space summation of 10—12 A are larger than those we findsed in STS-Verlet schemes. The formulation of the algo-
optimal for MTS protocolgless than 7 A The study of Ref.  rithm starts with a given phase-space veclofX,P), and

35 indicated thiaa 4 fsouter time step was most practical for the Liouville operatorl. This operator is defined as the inner
the RESPA integrator with direct-space cut-off values of 13product of the time derivative df with the differential op-

A. Our work differs in its examination of more optimal erator, as

Ewald force partitioning schemes tailored to MTS. In addi- d
tion, we apply MTS/PME to a purely Newtonian formulation iL=1.V.= 2 {Xii +F, i} 3)
(i.e., no artificial temperature couplingas well as to a =1 9X P

Langevin model. Significantly, our position—\Verlet basequrexi andP, are the position and conjugate momenta com-

MTS scheme, rather than the velocity-Verlet version used in

Refs. 34 and 35, is modeled after the LN algorififtand is ponents for coordinate X; is the time derivative oK;, and

found to be advantageous with respect to enhanced eneré;éz_VE‘ Is the force acting on theth independent vari-

conservation as well as numerical stabililsee companion
papet’ for theoretical analysjs
In Sec. Il, we beginSec. Il A) by reviewing the MTS I'(At)=exp(iLAt)I'(0). 4

protocol, Ewald summation, and PME algorithms. Algo- Here we split the momentum part of the Liouville operator

rithms are presented for the position-Verlet and velocity-into three separate force componefaiow, medium, fast
Verlet versions of the Langevin MTS-PME protocols studied. P P ' '

. Z X . i.e.,FS, F™ F' respectively, as well as an external fofe
here. Our companion papémprovides a theoretical ground- (used for the Langevin componenThe operatoil is then
ing for our empirical observations, illustrating the advantagedecom osed as
of position-Verlet over velocity-Verlet for moderate time P

. The state of the system at tilhé is given by applying
the propagator to the phase space vectdr=a, e.g.,

steps used to resolve the fastest MTS forces; in the large iL=iL,+iL,+iLj, (5a
inner-time step limifi.e., not the more usual limit of the fast

time step approaching zeroposition-Verlet displays less iL1=Xii, (5b)
violent resonant artifacts, which are inherent in impulse- X
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d Fé=—yMV+R"(A7,7y), 9
iLy=(Ff+F)op (50 ! Ay ©
' whereR"(A 7, y) is the stochastic white noise with properties
d i b
iLs=(F{+F)=5- (5g) IVENHY
i

R(t))=0, (R(t)R(t"))=2ykgTM&(t—t"), 10
A symmetric factorization of this propagator gives (R(®) (ROR(T))=27ks ( ) (10

exp(iL At)py=exp(iL ;At/2)[exp(iL ;At/2)expiL ,At) or in discrete form
X expliL ;At/2) Jexp(il 5At/2), (6) RY(A7,7) = en\2yks TM/AT. (11)
where we commuteilL; and define the operatoi£3=

Here, v is the friction constantkg is the Boltzmann con-
stant, T is the temperaturé800 K used throughoytande,, is

the random deviate of a normal distribution with a mean of 0
And a standard deviation 1; for=0, the protocol is charac-
terized by a Newtonian microcanonicalMTS-NVE)
algorithm?® In treating the Langevin forces within the fac-
torization above, we note that exponential propagator has the
properties &P ¢(p)=¢(e°p) and  E7P g(p)=
¢(p+c) for c#c(p). Using these results, we can evaluate
exp(iL At)yy =exp(iL3At/2) the inner term of Eq(8c) to arrive at the velocity update for
the fastest forces of

(F"+F)alap;.

The factorization of the operators for the symmetric
time-reversible propagator above yields discretization error
of O(At%).%8 As written above, the factorization uses posi-
tion Verlet (PV) as the inner propagator, as in the LN
algorithm®939|n contrast, RESPA protocdf>* have been
formulated to use a velocity VerletVV) formulation,
given as

X[ exp(iL ,At/2)exp(il ;At)exp(il ,At/2)]

— yAT| -1 f n
X expliCgAt/2). 7a Ve "TV+M *Ar(F'+R"(A7,v))]. (12
_ P Note that for yAr<1 we have e "=1/(1+yA7)
iL1=Ff’ﬁ+XiR, (7b) +O((yA7)?). After substituting this into Eq(12) and ne-
: : glecting higher order terms, we arrive at the Langevin form
B P used in Sandu and Schliék,
iL,=Fl— (70)

i .
9P V—[V+M AAF +R A7, y)]/(1+yA7). (13
Our investigations indicate that the PV version has en-
hanced stability over the VV algorithm when moderate timeThis leads to our symmetric MTS protocol based on position
step values are used for the fast and medium forces and largrlet, valid in the STS limit of k;,k,) =(1,1):
values are used for the slow forces; advantages of PV over Algorithm | : position-Verlet based MTS
VV were suggested in Ref. 16. Our companion paper lends
theoretical support to these practical observatitins. For lSTEPS: 1 to NSTEP
To introduce our MTS protocol within the symmetric EvaluateF Of)l S
factorization, we define three time steps, associated with the VH\_HMM F
evolution of the slow, medium, and fast force components: For j=1 tg Kpt1
At, At =At/k,, andA7=At/(k;k,), wherek, andk, are EvaluateF™(X)
integers. Within this construction, E(6) can be rewritten as
(we neglect particle index subscript$or simplicity)

Ve v bAth En |1 if j=1 or j=k,+1
At d At d —V+b—=M "F7, b= -
v -lps k M lps 2 2 1<j<k,+1
exp( > MIF ﬁp)[Pm] zexp( >M7IF aP)’ (8a) o
if (j=k,+1) endfor
where [For i=1tok;+1
At J At J
Pn=ex —mM‘lFm—)[Pf]klex —mM‘lFm—) AT 1 ifi=1 ori=k;+1
2 JP 2 P X—X+c—=V, c= .
(8b) 2 2 1<i<k;+1
and EvaluateF '(X)
V—[V+AM  YF'+RY(A7,9)]/(1+ yA7)
pr=ext] 27X | exd Ar(M-tEe+ M-IED - endfor]
f 2 "oX P endfor
Ar. The velocity-Verlet formulation involves the following
X ex TXa_X)' (80 modification of the inner most cycl@racketed abovye
[For i=1tok;+1
The external Langevin force is given by EvaluateF(X)
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AT ol AT AT associated with these quantities. The nonbonded interactions
Ve Vie-M A F +R" C5Y 1+yc— between two atoms are characterized by a van der Waals
(vDW) potential,E, ;, an electrostatic potentiaE, which
1 ifi=1 ori=k;+1 includes the 1—-4 interaction pairs of atoms on the same mol-
c= 2 1<i<ky+1 ecule, ancey,, the 10—-12 hydrogen bond potential.
X—X+A7V
endfor]. C. PME formulation in AMBER

We have formulated the above position-Verlet algorithm ~ The solvated biomolecular system is considered one unit
so as to minimize computational work involved with con- cell of an infinite periodic lattice, and its electrostatic inter-
strained dynamics variations; such iterations are applied aftéctions can be expressed by Ewald summatfdiie split-
each position update of Algorithm | above. All our trajecto- ting of the electrostatic term via the Ewald summation results
ries reflect, constrained dynamics formulations on all bondé1 @ reciprocal space and diregtea) space term for the
involving hydrogen in the microcanonical ensemble. FutureCoulomb pair potentialE. =2 (qq;/rj;), as well as the
studies will incorporate constant temperature and pressur@orrection terms,
ensembles as well. Our Langevin dynamics formulation g _g g L E E +E 21
helps stabilize trajectories at larger time steps; often, RESPA ¢ 'ecP-" —real” =eor selff Ecor.ext Ecore @)
integra[ors use Nésmermostats as an external force andas described below. With the PME method, the electrostatic
incorporate them into the outéslow) force component. energy is efficiently evaluated on a computational mesh
which requires interpolation of the charged particles and
their forces. Briefly, the formulation of the sum on an infinite
lattice with periodicity is greatly simplified by noting that the
Coulomb potential in three dimensions can be split into two

The AMBER force field®2° represents the potential en- terms,
ergy of the system as the sum of bond length, bond angle, 1 S() 1-S(r)

B. AMBER force field potentials

dihedral angle, Coulomb, and hydrogen bond terms as ; - + — (22
Epe=E,+E4+E,+E 3+ Ec+Eyy, 14 . . .
PE-Trimer mr i LT ECT D a4 whereS(r) can be defined to be a rapidly decreasing func-
where tion. This implies that the first term of ER2) includes only
o near-field contributions, while the second is long-range but
E = 2 Si(rij—ri)?, (15  smooth. The second term of E@2) and the switch function
hieSg S(r) are defined by the solution of Poisson equation subject
. to a spherically symmetric particle core functioo(r),
Ep= kES Kijk (Gij— Hijk)z, (16) which is normalized to have a net unit charge,
1],KeSpa
v —V2¢(r)=4ma(r), (23
n..
E= > > 2 (1+cognmi)), 17 1-S(r
ijKTespa 7 2 kI rS( )= (r). (24)
12 6
E :z de. gij i) n 1 For a periodic lattice, the reciprocal potentigl(r) can be
LI T iljz riﬁj EX e found from an efficient solution of Poisson’s equation via
Fourier expansions, where a charge distribution is defined by
" oy the sum of the smoothed point charges. Likewise, the rea
2o h f th hed point ch Likewise, the real
x 2:] 4ej; ﬁ_ 6| (18 space summation is defined over screened charges subject to
4 g the rapidly decaying switch function,
aq; , 1 0iQ; 1 N " S(|ri+n))
Ec=2 ——+ 15 2 (19 = S 2D
1<j rij Eécé\lekj I'i]- Ereal 2 i,j2:1 i qj% |rij+n| (25)
Cj Dj In this expression, the lattice index vector is
EHb:igj 2 10 (20 =(n,L,n,L,n,L), wheren,,n,,andn, are integersl. is the
ij i

box size, and; is the radial separation between two par-
The first two terms,E, and E,, represent harmonic type ticles. The prime symbol in the summatioE|’g|) indicates
oscillations of bonded atoms and the third teif}, is the that for |n|=0 we omit thei=] interaction and excluded
torsional potential for the dihedral angle, expressed by a pairs. See also Refs. 40 and 26 for more details on the math-
truncated Fourier series. In these general expressions, tleenatical construction for general core functions. The original
symbolsSg, Sga, andSp, denote the sets of all bonds, bond Ewald summation uses a Gaussian function as the particle
angles, and dihedral angles. Bond and angle variables cappedre function,o(r,8)= (8% 7*?exp(-r2B?), and results

by bar symbols denote equilibriutti.e., referencevalues in the following potentiald?
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N ! - predetermined optimized coefficients, which can be designed
1 erfc(B|ri;+nl) : . : bl D :
EreaFE E o} qj% w (263 to meet the desired far-field to near-field pairwise interaction
b=t . " splitting philosophy. See Ref. 40 for a study of several non-
1 expl — 72|m|?/ 8?) Gaussian core functions for efficient lattice summations. Al-
= G(M)G(—m ternatively, we are using more elaborate splitting terms that
recip. 3 2 ( ) ( )s L . .
27L® [m[#0 |m| may help eliminate fast terms in the reciprocal component
N using switch functions and different treatments for Coulomb
. d van der Waals forcé3Here we use the Ewald Gaussian
G(m)= rexg2@im-x;], 26h an . ! . :
(m) ,—Z‘l o) exd2m il (26 formulation for convenience in implementing the MTS pro-
N tocol within theAMBER software package; we will report on
-B 5 the optimized core functions in future publicatidis.
Ecor. self:_Tr jzl dj» (260
1 N erf(B |rij|) Il. OPTIMIZED PARTICLE-MESH EWALD METHOD
Ecor e — 2 : jEEx ;i d; Tr (260
T ! The accuracy of the PME method is related to the den-
om | N 2 sity of the charge gridNg,g), the spline interpolation order
core ﬁ ;1 aj X (269 (here taken as thevBER default of foup, and the direct sum

error tolerance, erfr)/r (here taken to be 1I). As dis-

Here 3 is the Ewald constant; is the partial charge on atom cussed in Ref. 22, a PME estimated r(nsot-mean-squaye
i, erfax) is the complementary error function [erf)( force error can be established from the above variables asso-
= (2/\7) [Fexp(-wA)du]. For the reciprocal term we sum Ciated with the direct sum cut-off value, as well as the num-

over Fourier modes wheren=27k/L, V=L3, m=|m| ber of Fourier vectors associated witlyq. Here we study a
=2m|k|/L, andk=(k,,k,.k,), kyk, k, are integers, and parameter set that maintains a maximum estimated rms force

L3 is the volume of the cubic domain. error of 10°% and establish an optimal range of application

Several different strategies can be used for implementing/ithin a given MTS protocol.
the three-level force splitting as discussed above. We take the We first review the optimized force partitioning strategy
Ewald reciprocal force as the long-range “slow” forges ~ used here. The two parameters we optimize for an MTS-
=Fecip; the bonded terms in the fast class=F,+F, PME protocol are the Ewald coefficiegtand the density of
+F,; and all other terms in the medium class force. This isthe charge gridNyqq. The parameteg influences the range
typical for rigid cut-off methods with switching of the Gaussian shielding and hence the effective real space
functions®3°The medium force evaluation includes 1—4 in- cutoff used for the nonbonded list maintained throughout the

teractions, vDW terms, and the real space sum for the PMSimulation! The optimal Ewald method typically selegts
method; the neighbor exclusion masking for the real spact distribute the work evenly between the reciprocal and di-
ation. The list management utilities for the nonbonds@)  Series approximation decay at a slower rate, and therefore,
terms were invoked at each medium force call; #nser ~ 1arger expansions and greater computational work are re-
software includes acceptance tests to determine if the NB ligquired. At the same time, a largeleads to a direct term with

requires regeneration or updating. a smaller region of inﬂuence, and therefore, IﬁéNﬁlr)
Though it is possible to split the direct term itself by a Work is reduced due to a smaller effective sphere of influ-

radial switch function, with an additional pairlist mainte- €nce; herdNg; is the number of degrees of freedom retained

nance, as done in Refs. 32, 34, and 36, we do not considé? the screened direct sum. The valueNf; remains con-
this here. Three different force splitting strategies were exStant for increasing system sizes, and thus an oveleN)
amined in Ref. 34 for MTS-RESPA integrators, including analgorithm is obtained. The slow and medium relative CPU
algebraic switch function splitting of the real space sum at #imes can be adjusted by changigdor a desired rms force
A. The results suggest a limited enhancement in CPLErTor. We thus express the total work for a STS-PME scheme
speedup associated with splitting the real space sum; o@s the following sum of CPU fractions for the slowv(),
approach optimizes the CPU speedup relative to an unmodibedium W), and fast Wy) terms:
fied Ewald splitting. o _ Worksrs= We+ W+ W, , (27)
Inherent in the splitting construction is the underlying
assumption that the reciprocal term represents, or more imWhere Worksys=1. For an MTS-PME scheme with given
portantly isolates, the long-range slow forces. This is not truédt=kK2Atn =k kA7, we arrive at the corresponding work
in the Ewald formulation. Studies in Ref. 40, and more re-Statement of
cently Procacciet al,*? indicate that the Ewald reciprocal W, W
term has significant force contributions from near-field par- WorkMTszﬁJr k—m
ticle separations and that these forces lead to fast-time scale 2 M
instabilities in MTS protocols. For this reason, we are con-Note that Workgrs=Workyrs(ko=1k;=1Wg,W,,,At)
sidering alternative core functions such as(r) and the speedup ratio can be given\Wprksts/Workyrs.
=3 jair?exp(—r?B?), where the coefficientda;} are  Thus we see that an optimal STS scheme, which maximizes

W . (28)
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TABLE I. Various parameters associated with the PME-STS calculations for diff@rehbices for the water,
solvated DNA, and solvated protein systems. The parameters in columns 2—7 are theSEveaiineter, the
PME charge grid densityl\(g,idx,Ng,,dy,Ng,idZ) (given a maximum error tolerance of XA0 %), the Ewald
cut-off distanceA), the array size of the nonbonded pairlist, the STS fraction of reciprocal force CPU work to
the direct force’s CPU work, and the CPU time ratio relative to the fastest prateep| 1l for the water and

| for the solvated biomolecular systemsespectively.

CPU
Partition B Ngrid CuT NB lists Wiecip/ Wi CPUy,
Water
| 0.646 (90,90,90 5.0 541 000 83/12 1.6
Il 0.533 (80,80,80 6.0 871 000 70/25 1.3
1] 0.491 (64,64,64 6.5 1077 000 51/41 1.0
\ 0.395 (50,50,50 8.0 1871000 27165 1.2
\% 0.312 (40,40,40 10.0 3433000 13/79 1.8
Solvated DNA
| 0.533 (80,80,80 6.0 684 307 73121 1.1
Il 0.349 (45,45,50 9.0 2 026 000 22/71 1.0
Solvated Protein
| 0.533 (80,80,80 6.0 970 200 68/22 1.0
Il 0.349 (50,50,50 9.0 2882 000 19/68 1.1

speedup, should have a larger fraction of work in its slowtaking the largest inner time step ¢) for a given outer time
component; for our protocol, the component updated leasitepAt as the most optimal scheme would be an incorrect
often is the PME reciprocal term. conclusion. A more practical optimization strategy is to
For example, consider the work p&t cycle foran MTS  maximizeAt while minimizingk, (i.e., using as large At,,
scheme with parameteks =7 andk,= 3. If the fraction of as possible As we illustrate below, enhanced speedups can
work for a given system isV;=0.2 andW,,=0.75, the be found by loweringk,; however, the speedup improve-
speedup ratio of the MTS scheme with respect to the ST#ent is modest when raisiyr from 0.5 fs to 1.0 fs.
scheme is 3.2. If insteadV;=0.75 and W,,=0.2, the Finally, we note that optimized choices gffor STS and
speedup ratio would be 6.6, more than double the previousaditional Ewald protocols have been examined in Ref. 45.
value. Here we assume that the STS work is insensitive tfhe MTS-PME application Essmamt al %% includes a para-
changes inB and that secondary effects, such as smallemetric study for various values @8 and mesh resolutions;
spatial cutoffs, do not introduce artifacts. As will be shown inour optimal parameters for the MTS implementation differ
the next section, this is a reasonable assumption. The simpfeom those used for STS integrators and somewhat narrow
analysis above indicates the merit of designing, where poghe parameter range of interest for MTS applications. Other
sible, general MTS protocols that have significantly moreoptimization strategies include an “optimal influence func-
costly reciprocal terms with respect to the medium term, intion” derived in Hockney and Eastwo6tfor the reciprocal

the STS limit. term (see also Ref. 26and a procedure for Ewald surifs.
For a givenAt, we express a heuristic guide for an op-
timal MTS partition as IV. RESULTS
Wy Wq A. Assessment of the PME force partition
—~ (29
kiky kg

Before discussing results of the PME-MTS optimization,
This leads directly to a splitting scheme with we illustrate here performance of different PME-STS proto-
W koW (30) cols (differing by B), since results affect the optimal PME-

s n2fm: MTS design. With our implementation iAMBER, 8 is the
Taking typical conditions found here, we estimate~10 fs  only independent parameter since a prescribed rms error
andk,~2 to 3; in other words, the ratia/s/W,, should be threshold, less than 10, together with3 determines the
about 2 to 3 for an optimal MTS force partition. Note that grid density.

TABLE Il. The calculated percent deviation of the various PME protocols differing i§gr associated cut-off
value relative to partitionV of Table I (cutoff of 10 A) for the water system. The mean energy components are
calculated by a PV-STS integrator witft = 0.5 fs over a 10.0 ps simulation.

PME protocol Eiot Epot Ex Evow Eql
I (5A) 0.1 0.08 0.04 0.8 0.03
16 A 0.008 0.14 0.3 0.07 0.07
I (6.5 A) 0.001 0.007 0.06 0.01 0.06
IV (8 A) 0.001 0.008 0.08 0.5 0.08
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0.06 oz : : pp— tyrosine kinase Hck®*°it has of 2214 protein atoms, 4 Na
0010 | ions, and 3829 water moleculés3 705 total atomss
0051 In Table I, we show results for five partitions character-
0.04} oo ized by theB parameter for our water, solvated DNA, and
0.017 solvated protein systenttotal system sizes range from about
%o.os- 0.016 10 000 to 14 000 atomsFor eachB protocol, we show the
) 0.015 charge density, cut-off valuén A) for the direct sum, the
0.02; 2 ¢ ° * size of the nonbonded pairlist array, CPU work fractions for
the reciprocalWegj, and directWi e terms, and the CPU
0.01r ratio between each protocol relative to the optimal protocol
0 for that system.

5 10 13 20 25 30 We see that the direct-term work is larger than the
' reciprocal-term work for3 values smaller than-0.5 A 2,
FIG. 1. The ra_ldia_l distri_bution functio_n for the water oxygen atoms of thej.e,, cut-off values greater than6.5 A. Thus, we expect that
i?]lvated protein simulation. The top right shows an gnlarge_ment for small rput-off values 66 A or lower would be preferred for MTS
e results were averaged over a 300 ps MTS simulation using cut-o . . L.

values of 6 and 9 A. applications; this is indeed observed. We also conclude that
the overall STS CPU time, within th@ ranges examined
here, is not sensitive to varying the direct to reciprocal work

Recall that all our simulations used, constrained dynamtatios for the solvated biomolecules.

ics on bonds involving hydrogens. Simulations at room tem- ~ As the MTS protocols become increasingly stable and

perature were started on pre-equilibrated systems. The watérger outer time steps are possible, our analysis indicates

system contained 4096 water molecules. The solvated DNAhat shifting the CPU work into the reciprocal force evalua-

duplex consistedfa 9 base pair DNA duplex damaged by a tions, in the STS limit, will become increasingly important

metabolically activated form of the environmental carcino-for optimizing the total CPU time. In principle, there are no

gen benzfalpyrene; the system has 621 solute atoms, 1@®bstacles to the use of lower cut-off valugghich can shift

neutralizing Na counterions, and 3087 water molecules, forthe work load from medium to slow termgiven that a fixed

a total of 9898 atom%’ The solvated protein system consists error is maintained by increasing the charge grid density.

of the catalytic domairtresidues 260-51%f the Src family  However, inAMBER, the effective Ewald direct term cutoff is

x 107 PSD
8 T T T T T

" STS-PV Cutoff 9 A, At = 1 fs .

200 400 600 800 1000 1200 1400 1600 1800

Wave Number (cm-1)

x 107 PSD

S_STSI—PV Cutoff 6 Iﬁ, At = 1 fs

200 400 600 800 1000 1200 1400 1600 1800

Wave Number (cm-1)

FIG. 2. The discrete Fourier transform of the velocity autocorrelation function of the solvated protein simulation for a STS—PV simulatioroffittalciats
of 9 and 6 A A\t=1.0 fs and the simulation length was 40.ps
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TABLE lll. Performance for symmetric Newtonian MTS schemes for the water system for various PME
partitions at a fixed outer time step{=7 fs). For each MTS scheme, we present the %Recip,%Direct values;
the ratio of CPU relative to a STS schemt& 0.5 fs,Ny,iq= 80, cut-off= 6 A), with the value in parentheses
indicating the CPU ratio divided by 2.0 for comparison to an STS scheme with a 1.0 fs time step; and
extrapolated clock time in daysrf@ 1 ns simalation on a single MIPS R12000 proces$800 MHZ).

ky, kq Aty At %Recip, %Direct Speedup CPU for 1 ns
| (CUT=5, Ng;g=90)
7,2 1.0fs 0.5fs 38,39 4.@.45 7.4 days
4,2 1.75 0.875 48,30 5.@2.95 6.1
2,4 3.5 0.875 55,22 7.8.60 5.0
1] (CUTZG, Ngrid=80)
7,2 1.0fs 05fs 21,58 4.@2.15 8.4 days
4,2 1.75 0.875 28,50 5.8.90 6.2
2,4 35 0.875 36,38 7.8.79 4.8
v (CUT=8, Ngiq = 50)
7,2 1.0fs 05fs 5,78 2.41.20 14.9 days
4,2 1.75 0.875 7,72 3.7..8H 9.9
2,4 35 0.875 10,63 5.2.60 6.9
Y, (CUT=10, Ny = 40)
7,2 1.0fs 0.5fs 2,85 1.40.70 26.6 days
4,2 1.75 0.875 3,81 2.2.00 17.8
2,4 3.5 0.875 4,72 3.0L.50 11.9

also used to evaluate the vDW terms via rigid cutoffs. ThisThe spectra are analyzed for a PV-STS simulation uith
imposes a practical constraint on the MTS-PME implemen=1.0 fs, as calculated by the velocity autocorrelation func-
tation, since vDW interactions beyond that medium forcetion
cutoff are ignored. In theory, this limitation can be resolved N atoms
by adding a portion of the vDW interaction in the slow 2 Vi(1)-V,(0)

forces, but two nonbonded pairlists will have to be main- T '

tained. Alternatively, the PME method could be applied to ~ C,(1)= <Namms > : (32)

the vDW term?>*° the Ewald-type splitting of the vDW in- S v2(0)
teraction would again provide a slower force component as it .

does for the electrostatic term. Figure 2 shows the resulting signals below 2000 &nfor

F.O F oW, We assess the sensitivity of the VDW CUtOﬁ.onthe 9 and 6 A cut-off values. This part of the spectrum origi-
the simulation by first comparing mean energies associated

with variations in the cut-off value for the water system. nates from bond stretching of the heavier atamg., C-0

. . 71. .
Taking protocolV of Table | (cutoff of 10 A) as the refer- and revea}ls a distinct peak &t1450 cm t.h|s generally
X ) o agrees with results of Ref. 34. The inclusion of the water
ence, we show in Table Il the relative deviations for all en-

X . i ) lecul i le signal h I
ergy components associated with a PV-STS simulation 05:0 ecules adds considerable signal to the spectrum below

=1
length 10.0 ps for the water system. We note that the larges A50 em = for both cut-off values.
difference is found in the vDW energy, but even that differ-B Simulation details and discussion
ence is less than 1% for all force partitions studied; similar—"
results are obtained for the solvated systems. We now analyze the results of MTS integrations for our
A second measure of the vDW cut-off value is giventhree systems. The lengths of outer time step and numbers of
through the calculation of the radial distribution function inner and medium cycles are varied to establish stability cri-
(rdf) for the solvated protein simulation. The system containgeria for the Newtonian and Langevin versions of Algorithm
13 705 atoms with 3829 water molecules, and several sd- The mean energy components and the Fourier transform of
dium ions. Of the systems studied here, the solvated proteithe velocity autocorrelation are examined and compared to
is expected to be the most sensitive to truncated vDW efSTS results. We also examine two criteria for measuring the
fects. The rdf presented in Fig. 1 is for water oxygen—quality of the integration scheme, namely the ratio of the
oxygen interactions for cut-off values of 6éi® A and av- total energy rms values to their mean value, and the ratio of
eraged over a 300 ps simulation; the MTS protocol used hawtal energy rms to kinetic-energy rms values.
At=6 fs, (kq,ko)=(3,2), (A7,At,)=(1.0 fs, 2.0 f$, and In general, speedup ratios relative to the STS simulation
the rdf is sampled every 10 inner time steps. The results fowith At=0.5 fs are~7 to 8 at a 6 fs MTSouter time step;
our solvated protein study do not reveal any spurious cut-offvith the addition of modest Langevin forces, this stability
effects for the lower value; however, a slight downward shiftlimit extends to 12 fs and the speedup factor to 10. For the
of the rdf is found for the lower vDW cut-off value. solvated systems, a significant energy drift is found for New-
We also compare the Fourier transform of the velocitytonian integrations withAt>8 fs; for 6 fs <At<8 fs an
autocorrelation signalc,(t), for all nonwater atoms for the energy drift is apparent only after several hundred ps of
solvated protein system for the cut-off values of 6 and 9 A.simulation(e.g., heating by~10° per n$; for At<6 fs, the

Downloaded 07 Sep 2001 to 128.122.250.106. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 115, No. 9, 1 September 2001 Particle mesh Ewald/multiple-time step integration 4011
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FIG. 3. (Color) The deviation in energy components relative to the baseline STS-PV integrator for the water and solvated biomolecule systems. The total
energy(E) and its components, kinetic energyk), potential energyEp), van der Waals energyv), electrostatic energfEc), bond energyEb), bond angle
energy(Ea), and dihedral energ§Ed) are plotted along with the temperatuf® percent differences. Newtonian MTS integrations with cutefisA (a), and

10 A (b), for At=7 fs are analyzed for the water system, and cute®sA (c), and 9 A(d), for At=6 fs for the solvated DNA system. At bottom, a
comparison is made between the Newtonian MTS-PV and MTS-VV integrations for the solvated protein @semutofi=6 A and time steps oAt

=6 fs, At,,=3 fs, andA 7= 1.5 fs are used in both cases, with integration lengths were 500 ps.

integration exhibited no evidence of instabilityeating over  damping (#=5.0 ps 1) extended this stability barrier tat
several ns of simulation lengths. For the water system, sta=12 fs. The water system is special since the application of
bility of the Newtonian MTS protocol was retained up to constrained dynamics on bonds involving hydrogen elimi-
At=7 fs, for a long-term simulation, and moderate Langevinnates all bonded forces for the water molecules. Therefore,
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TABLE IV. Performance for symmetric Newtonian MTS schemes for the solvated DNA system for various
PME partitions at a fixed outer time stept(=6 fs). For each MTS scheme, we present the %Recip,%Direct
values; the ratio of CPU relative to a STS schem¢=0.5 fs, Ny;q=80, cut-off = 6 A), with the value in
parentheses indicating the CPU ratio divided by 2.0 for comparison to an STS scheme with a 1.0 fs time step;
and extrapolated clock time in daysrfa 1 ns simulation on a single MIPS R12000 proces$800 MHZ).

ks ,kq At At %Recip, %Direct Speedup CPU for 1 ns
(CUT:6, Ngrid=80)

6,2 1.0fs 05fs 28,50 4.2.30 7.6 days

3,4 2.0 0.5 35,40 6.43.20 5.4

3,2 2.0 1.0 37,43 6.83.40 5.1

2,3 3.0 1.0 44,35 7.83.65 4.8

2,6 3.0 0.5 41,33 6.83.40 51
(CUT=9, Ngig=50)

6,2 1.0fs 0.5fs 4,82 2.21.10 16.0 days

34 2.0 0.5 7,73 3.41.70 10.2

3,2 2.0 1.0 7,75 3.51.79 9.9

2,3 3.0 1.0 8,70 4.42.20 7.9

2,6 3.0 0.5 8,67 4.12.09 8.6

the inner force partition within the MTS splitting gives no Table Il presents the MTS performance measures for
contribution, as well as no secondary coupling effects, to therarious 8 protocols for the water system. The results high-

medium and slow terms. This lack of bonded forces makesight the importance of adjusting the PME coefficightto

the water calculation more stable than the solvated biomoleptimize the speedup ratio of the MTS relative to the STS
ecule systems. scheme. Table Il indicates that a factor of 3 decrease in CPU

Solvated DNA  (b)

8 T U T
Water System (a)

Cutoff =6

-3
=
B
R q
wn 4
at Cutoff = 10
2 -
1— . . L : 4 . , .
05,10 0.875, 1.75 0.583, 2.33 1.167,2.33 05,35 0875,35 05,10 0.5,2.0 1.0,2.0 05,3.0 1.0,3.0
MTS[At.Atm], At=Tfs MTS[AT,At ], At=61s

9 . :
Solvated DNA ()

Sl BTat)fs |
0.5,2.0) (0.5, 4.0) (0.5, 3.0) (0.4, 4.0)
X . .

2 4 6 8
At (fs)

FIG. 4. Newtonian CPU speedups relative to STS{BMoff=6 A, At=0.5 fg for the water and solvated DNA systems. Newtonian MTS integrations with
cutoffs=6 and 10 A for aAt=7 fs are analyzed for the water systéan cutoffs=6 and 9 A for aAt=6 fs are analyzed for the solvated DNA systém
and cutoffs=6 and 9 A for the DNA are studied as a functionf by maximizing the medium time step.
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FIG. 5. The discrete Fourier transform
of the velocity autocorrelation for the
solvated protein simulation as com-
puted by STS simulations at two cut-
offs (a) and (b) and 3 MTS protocols
(c)—(e). The 500 ps Newtonian
MTS-PV simulations used a cut-off
value of 6 A, an inner time step of
A7=0.5 fs, and outer and medium
time step values of At,,,At)=(1.0,
3.0) fs, (1.0, 6.0 fs, and(3.0, 6.0 fs.
The 40 ps STS-PV simulation used
AtA:1 fs and cut-off values of 6 and
9

time can be obtained in the MTS implementation by reduc-STS results in the individual energy components.

ing the cut-off value from 10.0 to 6.0 A. The largest speedup

Next, we study the solvated DNA duplex in a periodic

ratio corresponds to the largeAt,, and is reached at ap- box with side dimensions of45,45,50 A. Two PME force
proximately an equal work partition between the mediumpartitions were studied in Table 1V: A cutoff of 9.0 A and
and slow terms. The deviation of the MTS energy compo-Ngs=(45,45,50) A, and a cutoff of 6.0 A WithN g ig

nents relative to the ST\¢=0.5 f9 PV algorithm is shown

=(80,80,80). We see that fakt=6 fs the lower cut-off

in Figs. 3a) and 3b) for the cut-off values of 6.0 and 10.0 value d 6 A is optimal when compared to the larger cut-off
A. In general, all energy components for the MTS schemevalue. The MTS2 partition of Ref. 34 is similar to our Algo-

with At=< 7 fs are stable for long simulatioriseveral nano-

rithm 1, but had cut-off values of 10—12 A; the study in Ref.

seconds and exhibit deviations of a few percent from the 35 had cut-off values of 13 A.
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TABLE V. Performance for symmetric Newtonian MTS schemes for the water system for various PME parti-
tions at a fixed outer time step\{=7 fs); here partition 1l is analyzed in detail. For each MTS scheme, we
present the % Recip, % Direct values; the ratio of CPU relative to a STS schierme(5 fs,Ng,iq= 80, cutoff

=6 A), with the value in parentheses indicating the CPU ratio divided by 2.0 for comparison to an STS scheme
with a 1.0 fs time step; and extrapolated clock time in days for a 1 ns simulation on a single MIPS R12000
processof300 MH2).

ko, ky Aty At %Recip,%Direct Speedup t=1ns
7,2 1.0fs 0.5fs 21,58 4.2.15 8.4 days
4,2 1.75 0.875 28,50 5..90 6.2
34 2.33 0.583 33,41 6.(8.00 6.0
3,2 2.33 1.167 34,43 6.8.10 5.8
2,7 35 0.5 40,32 6.713.395 54
2,4 35 0.875 36,38 6.6.45 5.2

The errors in the MTS energy components for the sol-A cut-off value; similar results were found for the solvated
vated DNA system relative to the STA{=0.5 f9 PV al-  protein system. For cut-off values greater than 12 A, al-
gorithm in Figs. &) and 3d) show deviations of only a few though nonoptimal in an MTS protocol, we have found that
percent in the individual energy components. For the combithe outer time step stability improved to above 20 fs; here
nationAt=8 fs, Ar=2 fs, andAt,,=4 fs, the simulation is simulation lengths up to 100 ps were examined. These larger
stable for up to 100 ps of integration, with only a 3% devia-cutoffs imply considerably smaller reciprocal force contribu-
tion from the STS reference temperature of 300 K. Howevenrions to the total energy and force work, as well as consid-
trajectories longer than 500 ps indicate heating. Analysis reerably larger nonbonded pairlists. We are currently investi-
vealed that the heating did not result from the relatively lowgating designing optimal core functions to apply to the
6 A cutoff, but from the 8 fs outer time step, too large for the Coulomb terms so as to enhance the outer time step stability
Newtonian integrator. An outer time step stability limit of 8 at lower cut-off value$?
fs was also noted with the MTS-VV-RESPA integrafoior To measure performance for a given MTS-PME force
simulation lengths of 20 ps. partition, we next survey various combinationskgfandk,

Stable Newtonian trajectories requited<6 fs in our for a cut-off value of 6.0 A and a mesh denshyq of 80
applications. A 4 fs outer time step was found optimal for thepoints in each spatial directigRartition Il of Table ) for the
RESPA integrator with direct space cut-off values of 13 A inwater system. All simulations emplayt=7 fs and a simu-
Ref. 35 based on 100 ps simulations; however, that studiation length of 20 ps. The qualitative results presented here
also reported substantial energy drifts foAt=4 fs RESPA  are expected to be independent of the actual system studied
simulation. and are dependent only on the number of atomsAgnand

Our Newtonian MTS-VV and MTS-PV integrators on the force partition. The stability boundary fart was
were compared at the combinatidn=6 fs, At,,=3 fs, and  found to be insensitive to the choiceslgf andk,. Table V
A7r=1.5 fs; the results indicate that both integrators areshows that varying the inner time stef €), for a givenAt,
stable over several nanoseconds. However, the averaged kias little effect on the optimal MTS scheme, and that lower-
netic energy and bonded terms for the MTS-VV version in-ing k, is the most sensitive factor.
dicate significantly greater errors when compared to the To measure the influence of the MTS protocol and lower
baseline STS results. Figurgep plots the distribution of cut-off values on the dynamics, we present the discrete Fou-
error for the two integrators for the various components ofrier transform of the autocorrelation signal in Fig. 5 for the
the total energy; given a threshold of less then 5%, we consolvated protein for MTS and STS simulations. Here MTS
sider the At=6 fs MTS-PV acceptable whereas the protocols with time steps ofX7,At,,,At)=(0.5, 1.0, 3.0
MTS-VV is not. fs, (0.5, 1.0, 6.0 fs, and(0.5, 3.0, 6.0 fs are compared to

For the water system, the use of constrained dynamicSTS schemefPV) with At=1.0 fs. The MTS spectra show
on all bonds involving hydrogen pushes the stability limit to good agreement with the STS results, and the data for the
At=7 fs (compared to 6 fs for the solvated biomoleclles cut-off values of 9 ad 6 A are similar. Unlike the spectra in
Figure 4a) plots speedup for various combinations &t  Ref. 34 for the MTS-VV RESPA integrator, which indicate
and At for the water system with a fixedt=7 fs for the  an upward drift in the lower 2000 cit components at large
two cut-off values of 6 and 10.0 A. For both cut-off values, At, we see no evidence of an upward drift in the frequency
the speedup ratio calculations are based on the cutoff of 6 Acomponents for the Newtonian MTS-PV integrator studied
The speedup has an asymptotic limit dictated by the stabilithere.
constraints on botl\t and At,,. Results for the solvated The ratio AE of the total energy rms deviation to the
DNA in Fig. 4(b) with At=6 fs indicate similar limits. An- mean total energy as a function At is shown in Fig. )
other view in Fig. 4c) shows the speedup of the MTS inte- for the solvated DNA system. For all our MTS protocols, we
grator as a function of the outer time step; here the mediunfind the AE values to be 10° and lower; for reference,
time step is maximized for each calculation. Cheng and Mer? suggested 107 (1.0 % as the threshold

In general, Algorithm | with a 6.0 A cut-off value offers ratio. Our Algorithm | based on PV appears to have lower
approximately a factor of 2 to 3 enhanced speedup over a &lative fluctuations in total energy versus the MTS-VV-
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problem; we therefore, choose to examine various details of
the simulation, including mean energies, spectral content,
and pdf distributions. Our 500 ps simulation of solvated bio-

molecules WithAE™*~0.4 indicates no energy drifts with
the Newtonian MTS-PV protocol, and the rdf and spectral
comparisons are in good agreement with STS results.

V. LANGEVIN DYNAMICS

Barth and Schlick*°and Sandu and Schlitkave sug-
gested the use of Langevin coupling as a device to damp
numerical resonances associated with symplectic MTS pro-

log(rms(Etot)/<Etot>)

-45 tocols. Izaguirreet al®* followed by using mild Langevin
Aty damping to stabilize the integration at larger time steps. To
05 2 3 4 3 4 27 2 assess the effects of the Langevin components of Algorithm
-3 2 3 4 ' 3 3 3 I, we studied the variation of outer and medium time steps
(=) At(fs) with a Langevin damping parameter gf=0.25-5.0 ps?,
09 , , , : : typical or smaller than values used in LN protoctisAs
Cutoff =6 expected, Langevin coupling enhances stability as well as
08¢ Optimized MTS — min(k)| ] speedup re!ative to the Newtonian schemes; in general,
o7 speedup ratios can be increased from 8.5 to 10.0, when com-
pared to STS £t=0.5 fg simulations since the outer time
206 step increases to about 12 fs. Typically, the STS results were
%0'5 reproduced to within a 5% difference in all energy compo-
£ nents for[Figs. 7a) and 1b)].
50.4- To contrast the MTS-VV and MTS-PV protocols, with
@03 Langevin forces, we present a comparison of the total energy
) components to the STS-PV mean energies in Fig.. The
02 results in Fig. Tc) are in basic agreement with the Newton-
ian results forAt=6 fs, indicating that MTS-PV yields a
01 smaller error relative to the STS results. For both schemes, a
NCLI: 3 4 8, 4, 27, 2 Langevin damping withy=0.25ps ! is sufficient to stabi-
® 2 2 3 M 8 8 8 lize the long-term heating of the solvated protein system, and

the At=8 fs MTS simulation is stable.

For the PME protocols, speedup ratios beyond 10 are
possible by either raising the outer time step, with respect to
a constant medium term work, or raising the stability limit on
the medium time stefFig. 8). We also found that the CPU

RESPA formulation of Ref. 34; this agrees with prior ime is relatively insensitive to inner time steps ranging from
observation® regarding MTS-PV versus MTS-VV schemes 0.5 t0 1.0 fs, in agreement with the Newtonian results.
at larger time steps. Our Newtonian studies indicate a 30%
lower rms in the total energy for the PV-MTS integration VI. SUMMARY
versus the VV-MTS result. We have implemented an efficient multiple time step
Finally, the ratio of the rms of the total energy fluctua- force splitting scheme for biological applications that com-
tion relative to the rms of the kinetic energy fluctuation bines a symmetric Trotter factorization of the Liouville op-
AE"™= AE g/ AE, is studied for the solvated DNA sys- erator with the particle-mesh Ewald method in the widely
tem. Figure @) shows values less than 0.5 for most proto-usedAMBER program. Our algorithm, implemented for both
cols used with the solvated DNA system; these protocoldNewtonian and Langevin dynamics and tested on a large
agree to within a 3% deviation of their mean energy compowater system and two solvated biomolecules, offers two new
nents relative to the STS results. Watanabe and KarPlus numerical ingredients: the position-Verlet scheme rather than
suggested that the magnitude of this ratio shoul®p&0 2) velocity Verlet, and optimized Ewald parameters for the
for a stable integratotneat liquids ofn-alkanes were stud- MTS protocol. The PV scheme offers stability advantages at
ied). Humphreyset al® reported this ratio for biomolecular large medium time steps, as found empirically for nonlinear
simulations, where values less than 0.1 were typical. Howfunctions and theoretically for a one-dimensional harmonic
ever, Procaccet al 3?3 suggested that the largAE™S val-  oscillator’’ The Ewald optimization of the screening param-
ues for solvated biomolecular systems modeled by PME, andters 8 affects resulting speedups substantially. Resulting
integrated with MTS, do not reflect integrator quality well. MTS/PME speedups relative to a 1 fs single-step Verlet al-
They showed the ratio to be sensitive to the Ewaldoef-  gorithm are over 3 for Newtonian dynamics and 5 with
ficient; namely, a largeB leads to a largeAE™S value. A Langevin coupling withy=5.0 ps . These speedup factors
formal measure of MTS integrator quality remains an operdouble relative to 0.5 fs STS simulations and thus reflect

FIG. 6. rms fluctuation ratios for a Newtonian integration of the solvated
DNA system with a cutof=6 A as a function ofAt: (a) total energy rms
relative to mean total energy, afig) total energy rms to kinetic-energy rms.
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FIG. 7. (Color) Langevin MTS studies relative to STS-position-VerletAdt=1 fs. The deviation in energy components relative to the baseline STS-PV
(cutoff=6 A) scheme for the watefa) and solvated DNAb) system are showny=5.0 ps '), as well as the deviations for the solvated prot@nfor

MTS-position-Verlet and MTS velocity-Verlety=0.25 ps!, cutoff=6 A, At=8.0 fs, andAt,=4.0 f9. All integration lengths were 500 ps. See Fig. 3
caption for abbreviation of energy terms.

substantial improvement ovexMBER implementations to Overall, we have found that a position-Verlet version of
date. The stability limits ardt=6 fs for Newtonian dynam- the symmetric Trotter factorization has favorable integration
ics andAt=12 fs with Langevin coupling under the current properties, particularly at larger time steps. We have also
splitting protocol. demonstrated that lowering the Ewald cut-off value from 10
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FIG. 8. Langevin CPU speedups relative to the baseline STGtRyff= 6
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to 6 A results in enhanced MTS speedup ratios by nearly

Particle mesh Ewald/multiple-time step integration 4017
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